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INTRODUCTION

An important part of the study of the analytic behavior of continued
fractions (Perron [7], Wall [15]) is devoted to so called C-fractions corre­
sponding to a formal power series. These C-fractions also appear, with a
minor modification, in the first and second coefficients, as continued fractions
of which the approximants are nothing but the approximants on a normal
stepline taken from the Pade table for a certain power series (the corre­
sponding power series if we consider the main stepline).

In view of this connection it is possible to derive convergence of sequences
of Pade approximants, using the behavior of continued fractions. Thus
following theorem due to van Vleck [14] and Pringsheim [8] (see also Perron
[7, p. 148]) is of some interest.

THEOREM. Consider a nonterminating regular C-fraction

I + Iar I + Iar I + ... + Iaix I + ... (av =I=- 0 for v EN). (0.1)

A. Let the coefficients satisfy I av I ~ g (v EN). Then the C-fraction
converges to an analytic nonrationalfunction F(x) on:n = {x E iC II x I <lj4g};
on :n this function F(x) equals the corresponding (formal) power series of (0.]).

B. Let the coefficients satisfy lim Supv_oo I av I :'( g. Then the C-fraction
converges to a meromorphic nonrationalfunction on :n (as in A); in the poles of
the limit function (0.]) is inessentially divergent. On a neighborhood of x = 0
the limit function equals the corresponding (formal) power series of (0.]).

Remark. It might be convenient to recall some facts about continued
fractions.
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(a) If

1)v(x) (II EN), 1)0 I,

then 1)v = Av/Bv(II E No = N u {OD, where the A's and B's satisfy the recur­
rence relation Q". = Q".-1 + a".xQ"'_2 CJL = I, ..., II) with initial values A_I =~

A o = Bo = 1, B_1 = O.

(b) The A's and B's are polynomials in x with A,.(O) = BvCO) = 1
(II E No).

(c) The continued fraction (0.1) is called convergent to a function f(x)
on :D C C if limv~oo 1)vCx) = f(x) for all x E :D; uniform convergence on :D is
defined in the usual way.

(d) The continued fraction (0.1) is called inessentially divergent in X o if
limv~oc Bv(xo)/A vCxo) = O.

Because in the study of a certain generalization of the Pade table (to a simul­
taneous Pade table for n formal power series) the generalized steplines give
rise to a kind of generalized C-fraction (see de Bruin [2]) it is natural to study
the analytic behavior of these multidimensional continued fractions to derive
convergence results for the simultaneous Pade table (see de Bruin [3]).

The generalization of the notion of continued fraction suitable for our
purposes can be seen as a form of the so-called Jacobi-Perron algorithm
(Perron [4]); an algorithm that has been studied from different viewpoints by
o.a. Bernstein [I] and Schweiger [9].

In Section 1 of this paper the generalization of a continued fraction is
given, along with a very elegant definition made possible by the extension of a
method described by Thron [II, 12] for the ordinary case.

Then follows the definition of the concept of convergence (Section 2), the
generalization of a C-fraction including the correspondence with (in this
situation) n-tuples of formal power series (Section 3) and the notion of a
regular C-n-fraction (Section 4).

In Section 5 the main results on convergence are given, which then are
proved by a chain of lemmas in Section 6. The method of proof employed, is
a direct generalization of the method of proof for the ordinary C-fraction as
given in Perron [7, pp. 64, 148].

It must be noted, however, that the convergence theorems are by no means
best possible in the sense that they imply convergence of the regular C-n­
fraction on the entire disc {x Eel I x I < min(RI , ... , Rn )}, where Rj is the
radius of convergence of the jth corresponding power series (j = 1,... , n); see
Example 5.1.
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1. n-FRACTIONS
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Let n be a fixed natural number and let the quantities b~i), a~i), b v (i = 1,.",
n; v E N) be (as yet unknown) complex numbers, bv =F 0 (v EN), which may
depend on a (some) variable(s).

An n-fraction is now a set of n-fractions, with common denominator, of the
form given below,

a
2
(1)

a~2) + -"- _
a~n) +

b~2) + b_2 _-L_,__b---'3'----+_'_"

a(1I-l) +
a(n) + 3 ,.,

b
1
+ 2 b3 + '"

(n) O~n-l) + .,.
O2 +~~

a(n) + ...
b2 +-3

--­b -L ."
3 '

The manner in which the successive fractions are formed, can easily be
deduced from the following diagram:

0~1)
I

a;l) I oh) a h)
Iv-I v

1----1 1--- -I 1--- 1-- --I

b~l) 10(2) I
+ I a(2) I + .. , + I a~~1 + : a(2)

I
+ I I I + ...

1 1 I 1 2 1 I I v 1
I 1 I
I 1 I
1 1 1

(1.1)I 1
I 1 1

1----1 1----1 1--- - 1----1

b~n-2) + I, O(n-l) II + II a(n-l) II ... + :a(n-l)
I I

+ + ' a(n-l) 1 +I 1 1 I 2 I I v-I I v I
1-- --I 1--- -I 1- ---I 1----1

b(n-l) + I, a(n) I + II a(n)
I ... + : a(n)

1 + :a(n)
I

I I + I +0 I 1 I I 2 1 I v-I i 1 v 1
1---1 1---1

1___
1 1---1

b~n) + Ib] + 'b2 + ... + Ib + I b v +v-I
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Terminating the n-fraction after the Ist, 2nd, ... , column, we get the so
called approximant n-tuples

b(l) b(2) b(n)
0' 0 , ... , 0 '

From this we see that adding a column to the n-fraction (i.e., v - I -->- v)
results in replacing a~:!l , a~:!l ,... , a~~l ,... , a~~l , by- l by a~:!l , a~:!l + a~l) Iby ,... ,
a~~l + a~j-1)/by ,... , a~~i+ a~n-l)lby, and by- l + a~n)lby, respectively. The
numerator is found one row higher up and the denominator (always bJ in the
last row of diagram (1.1).

In the sequel we use for a nonterminating n-fraction the notation

a~l) ail)

)
.

(h'"b~n) ~in) . (n)
'"

(1.2)
a.

bl bv

and for an n-fraction terminating with column with index v and final approxi­
mant n-tuple ~bl),... , ~bn) the notation

C') (
a~l)

a:"). k b(l)

~\;n) = b~n) ~in) (n) .
av

bl b"

(1.3)

If we take n = I (and omit the part between the dotted lines in diagram
(1.1)), we are led to the definition and notation for an ordinary continued
fraction as given in, for instance, Perron [6, 7].

As in the references just mentioned, an n-fraction (1.3) can be calculated
"backwards." Put

(")-C') C')
a\l~l

~")(~k"k
. --~ a(n) ,

~i,n) a(n) (n) a,(n)t=(n) bY k a,,~ 1.. , bk b", 1 bv

(k cc= 1, ... , v~- 1).
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Then (1.1) with last column with index v leads to
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(l)
eVll)I (2) + av
~ - = av- I ~.

I'

e(l)
C(2) (3) + ~v
~v-I = av- I ~ •

v

t.<I) e(l)
e(2) (3) + ~v-l e(2) (3) + ~2
~v-2 = av- 2 ~ " .. , '01 = a1 ~ ,

~ v-I '02

(1.4)

c(n-2) e(n-2) c(n-2)
e(n-l) (n) + 'ov e(n-l) (n) + 'ov-l e(n-l) (n) + '02
'0 v-I = av- I ~ • 'ov-2 = av- 2 ~ , ..•• '01 = a1 e

2
(n)'

Sf! Sv-l ~

e(n-l)
e(n) b + 'ov
SV-I === v-I g~n)'

e(n-l) e(n-l)
t.<n) b + 'ov-1 e(n) b + '02
'ov-2 = v-2 ~,... , '01 = 1 ~,

~v~ '02

It is also possible to use the Euclidean greatest common divisor algorithm
for an n-tuple of integers which leads to an infinite number oflinear equations
in an infinite number of unknowns; then it is easy to derive the recurrence
relations for the numerators and denominators of the sequence of approxi­
mant n-tuples given in Theorem 1.1 (Perron [4], de Bruin [2]).

THEOREM 1.1. Consider an n-fraction ofform (1.2) and denote the approxi­
mant n-tuples by ({1J~i)}~1X:o~O(i.e., the values ofthe terminated n-fractions (1.3)
connected with (1.2». Then 1J~il = AJil/Bv (i = I, ... , n; v E No) in which the
numerators and denominators satisfy a recurrence relation with initial mlues as
given below,

" b " , (n)" + (n-l)" + + (I)"
~s:!l' == v~~v-l T av ').1l/~2 av ~~v-3' ••• av ')l1"v-n-l

(v E N; for Q read A(l), ... , A(nl, B).

A~~. = 0i+;,n+1 •

A
(;) - b(i)
o - 0

B_; = 0 (i, j = 1,... , n),

(i = 1,... , n), Bo = 1.

(1.5)
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COROLLARY 1.1. For an n-fraction (1.3) with last column (a~l), ~~ll,... , ~~n)),

we have

(i = 1, ... , n),

a li) + vw( ) v -"i-l
Sv Xl"'" X n = b +

v Xn

where the A's and B's follow from (1.5).

Remark 1.1. For n = 1 we have again the formulas for an ordinary
continued fraction.

There is, however, a far more elegant way of defining an n-fraction if one
uses a generalization of the method of successive linear fractional trans­
formations (which is extremely useful in deriving convergence results) as
described by Thran [12] (for more details see [II)) for an ordinary continued
fraction.

Consider an n-fraction (1.2) with b~i) = 0 (i = 1,... , n) and construct the
following transformations s~i) : en ---+ e (i = 1,... , n; v E N)

(i = 2, ... , n).
(1.6)

Using (1.6) we define another sequence of transformation n-tuples in an
inductive way

S
(i)( ) S(i) ( (1) (n»)
v Xl , ... , Xn. = JI~l Sv , ... , Sv

with initial n-tuple

(i = 1, ... , n; v E N\{I}) (1.7)

(i = 1, ... , n). (1.8)

THEOREM 1.2. The transformations (1.7) and (1.8) satisfy

(i) (i) (;) (;)

S
(i)( ) A v + x n A v- 1 + x n - 1A v- 2 + ... + x1A v_ n

•. Xl'"'' X n = B + B + B + -+- Bv X n v-I X n - 1 v-2 "', Xl v-n

(i = 1, ... , n; v EN), (1.9)

where the A's and B'sfollowfrom (1.5) with b~i) = 0 (i = 1,... , n).

Proof Follows by induction on v. I
It is now possible to define the concept of an n-fraction in the following way

DEFINITION 1.1. Let Wl, a~i), bv (i = 1, ... , n; Ii EN) be complex numbers
and define the transformations S~i) : en ---+ e (i = 1,... , n; v E N) as in (1.7)
and (1.8); S~i) == 0 (i = 1, ... , n). Then the sequence of n-tuples ({b~il-"­

S~i) (0, ... , 0)}7~1)~O is called an n-fraction.
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As for the ordinary continued fraction we can give an n-fraction by means
of a product of matrices.

Let A~l), ... , A~n), B. be the numerators and denominator of an n-fraction
(1.2) as given by Theorem 1.1 and define

("I A(n) ... A,!") CI t~~),
1'-1

,}Iv c.= (v EN), '}(o ~,

A(l) A(l) A(l) b(l)
• v~l .-n 0

B v 8'-_1 B v- n 1

Cl~~)m, c~ r (v EN).

Then it is obvious that \llv = \l1._1~. (v EN), from which we derive for later
use

det \llo = (-It, det \ll = (_l)n(.+l) a(I)a(l) ..• a(I)
v 1 2 v (v EN). (1.10)

Finally we give in this section a theorem concerning multiplication opera­
tions for n-fractions. Although the proof is relatively simple (it can be given
using a generalization of the Euler-Minding formulas; see de Bruin [2]) it is
omitted here.

THEOREM 1.3. Consider an n-fraction of the form (1.2) with vth approxi­
mant numerators A~i) (i = 1,... , n) and denominators B. (v E No) and the n­
fraction given by

b(l) .•.
o POP-l P-n+l

b(2) •••
o POP-1 P-n+2

b· (n-l)
o PoP-1

b~n)Po

a(1)p P .. P1 I 0 . -n+1
(2) •• ,

a1 P1PO P-n+2

(I) .. ,a. P.P.-1 P.-n
(2) •• ,

av PvP.-l P.·-n+1

(1.11 )
with vth numerators A~i) (i = ], , n) and denominators B. (v E No), where the
complex numbers P-n+l , P-n+2 , , Po , PI"'" all are different from zero. Then (i)
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(ii) Under the condition a~l) eF 0 (v EN), an n-fraction with approximant
numerators

A~i) (i = 1, ... , n) and denominators By (v E No) satisfying

A~i)/By = POP-I ... P_n+iA~i)/By(i = ],... , n; v E No) for certain

Po , P-I ,... , p-n+l all different from zero, has the form (1.11).

Remark 1.2. When P-n+l = P-n+2 = ... = P-I = Po =c I, the n-fractions
(1.2) and (Lll) have the same sequence of approximant n-tuples; they are
called equivalent; this gives rise to an equivalence relation. From this we can
see that in these circumstances the multiplication operation does not influence
the convergence behavior (see Section 2 for a rigorous definition) and there­
fore can be used to lead to an n-fraction with coefficients that are much more
tractable.

2. THE CONCEPT OF CONVERGENCE

Consider terminating and nonterminating n-fractions

and denote the approximant n-tuples (from Theorem Ll) by {A~i) IBk};~1 for
k = 0, I, ... , v and kENo, respectively.

DEFINITION 2.1. A. The n-fraction (2.1 A) is called undefined when
By = 0; otherwise it is called defined and the values are given by the notation
(1.3).

B. The n-fraction (2.1 B) is called convergent when the limits limY~L

A~i)/By exist for i = ], ... , n; otherwise it is called divergent. A convergent
n-fraction with limit n-tuple g~l\ ... , g~n) is given by the notation (1.3) with
the nonterminating array on the right-hand side.

Remark 2.1. If the n-fraction (2.1 B) is convergent, we have B,.F 0 for
v )0 Vo • The following theorems are needed to give the proofs of the results
of Section 5.

THEOREM 2.1. When ail), a~ll, ... , a~l) =F 0, any two of the following
formulas imply the third one.
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C')
a~l) a<I)

a

i
')

,\-1

k (b:"
~~1)

ain) a(n) . '
~~n) ,\-1

b~n) b1 b,\_1 ~~n)

a(l) a~l)

C)
'\+1

).k (:\"
a~n) a(n) a(n) ...

~~n) HI v

b,\ b'\H bv

C,) ~ (b~"
a~l) a~l) a~l)

).ain) a~n) a~n) ...
~o b~n) b1 bA bv
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(2.2)

(2.3)

(2.4)

The n-fractions (2.3) and (2.4) must be both non-terminating or must be both
terminating, in which case the index of the last column must be the same.

Proof For an elementary proof analogous to that of the theorem for
n = 1 in Perron [6] see de Bruin [2] (compare Perron [5]). I

THEOREM 2.2. Let an n-fraction K of the form (1.2) and an n-fraction L of
the form (1.11), with Pv #- 0 for all v, be given; either both terminating (with
same index in the last column) or both nonterminating. Then

K defined/convergent .... L defined/convergent.

Proof This is an immediate consequence of Theorem 1.3.

Remark 2.2. In the case that the coefficients appearing in an n-fraction
depend on for instance a variable x, the notion of uniform convergence on a
set G of x-values is defined in the usual way: an n-fraction (1.2) is uniformly
convergent in x on G to an n-tuple of functions ~~I)(X),... , ~~n)(x) if there exists
for each E > 0 an N, such that ! ~~i)(X) - A~i)(X)/Blx)i < E (i = I, ... , n) for
v > N and all x E G.

For an ordinary continued fraction converging to (if it is nonterminating)
or having the value (if it is terminating) go , we have a very simple inversion
theorem (see Perron [6]).

If

go = bo+ I~: I '
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(a) go el= 0 ,-,. L- c tk-I + I~~ I + ~I

(b) go == 0 ,~. 1;0 I + ~I+. I~: I + ...

is inessentially divergent (nonterminating case)jundefined (terminating case).
The same can be done for n-fractions; in this case we have a more complex
situation due to the "intertwining" fractions of (I.l).

THEOREM 2.3. Let an n-fraction with values g~I), ... , g~n) as in (2.4) be given,
either terminating or nonterminating. Then we have for each j E {I,... , n},
fixed,

k
o 0

a~n)

o 0 0 bo(n) hi
~

n - j columns (2.5)

Proof See de Bruin [2]. I

DEFINITION 2.2. Let j E {I,... , n} be fixed.

(a) A terminating n-fraction (with column index v) is calledj-undefined
if Bv = 0, A;j) '!= O.

(b) A nonterminating n-fraction is called j-inessentially divergent if
limv_ oo B)A~j) = 0, limv_ oo A~i) jA~j) exists for i = I,..., n, i '!= j. Using these
concepts, we can give a theorem like Theorem 2.1.

THEOREM 2.4. LetjE{I, ... ,n}befixed. Whenal1),a~I),... ,ail) ,!=O,anytwo
of the following formulas imply the third one.

a~l) a(l)

a

i
')

~-1

(b:"
g~l)

(2.6)
a~n) a(n)

~-1

b(n) bl b~-l g~n)
0

is j-undefined,
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C) ~ (f;:
a(l) all)

)
A+I v

a(n) a(n) ...ten) aA A+I v
A bA bAH bv

is a nonterminating convergent n-fraction, and

a~l) a\l) a~?)

)(~~"
a~n) a~n) aCn) ...v

b~n) bl bA bv
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(2.7)

(2.8)

is j-inessentially divergent.

Proof Reformulate (2.6) and (2.8) by putting

(: ~ j)
n ==7COiUmns

in front of the right-hand sides; their "final" values then become Ali+l)/
Ali),... , ACn)/A<il, B/Ali), A(l)/A<il, ..., Ali-l)/Ali) (when A(l)/B,... , A<n)/B are

the final approximants of (2.6» and the limits of the sequences {A~i+l)/A~j)},

... , {A~n)/A~i)}, {Bv/A~i)}, {A~l)/A~j)}, ... , {A~i-l)/A~j)} (if they exist). Then apply
Theorem 2.1. I

3. C-n-FRACTIONS AND FORMAL POWER SERIES

In this section we consider n-fractions (1.2) in which the a's and b's depend
upon a complex variable x.

DEFINITION 3.1. A C-n-fraction is an n-fraction of form (1.2) with
b~i) = bi.Oxr(i.O) (i = 1,... , n - 1), b~n) = 1, b v = 1 (v E N), a~i) = ai.vxrli.v)

(i = 1,... , n; II EN), where the coefficients bl,O ,... , bn - l .o , ai.v (i = 1,... , n;
v E N) are complex numbers with al.v =F 0 (II EN) and the exponents r(1, 0), ... ,
r(n - 1,0), r(i, II) (i = 1,... , n; II EN) are nonnegative integers satisfying the
conditions
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o ;( r(j, 0) <: r(j, 1) r(j - 1,2) <

<: r(2,j - I) <: r(l,)) (j = 1,... , n - 1)

;( r(n, v) <: r(n - I, v -+- 1) <: r(n - 2, v + 2) <: ...
0.1 )

<: r(2, v + n - 2) <: r(l' v + J1 - 1) (v EN)

The C-n-fraction is called without zero entries if all coefficients bi .o (i = 1,... ,
n - 1), ai.v (i = 1,... , n; v E N) differ from zero.

Remark 3.1. Conditions (3.1) imply r(i, v) ); min(n + 1 - i, v) (i '-0-,

1,... , n; v EN).

Remark 3.2. The numerators and denominators of the approximants of
a C-n-fraction are polynomials in x with A:n)(o) = B/O) =cc 1 (v E No).

C-n-fractions can be seen as a direct generalization of an ordinary C­
fraction (corresponding to a formal power series; see Perron [7]). Because a
C-n-fraction gives rise to n sequences of rational functions, it is obvious that,
if a correspondence with formal power series can be found, an n-tuple of
formal power series has to be considered. In the following, some theorems
concerning this correspondence are given without proofs; for these we refer
to de Bruin [2].

THEOREM 3.1. A terminating C-n-fraction represents an n-tuple of rational
functions of x; the C-n-fraction is undefined in the poles of these rational
functions.

THEOREM 3.2. To each C-nlraction without zero entries there corresponds
an n-tuple of formal power series f(i)(x) = C~il + ciilX + C~i)X2 + ... with
c~n) = 1, in the following way:

(i) The C-nlraction is nonterminating.

The MacLaurin series for A~i)(X)/B/x) agrees with jli)(x) (i = 1,... , n) term by
term, to a power of x that increases with v, but at least up to and including
XV (v EO No).

(ii) The C-n-fraction terminates with column with index '\.

The MacLaurin series for A;i)(x)/B/x) agrees with that of Alil(X)/BJ,.(x)
(i = 1,... , n) term by term, to a power of x that increases with v, but at least up
to and including XV (v = 0, 1,... , '\).

THEOREM 3.3. To each n-tuple of formal power series jlll(x), ... ,flnl(x)
with jlnl(O) = l,for which the functions 1,f(l),... ,flnl are linearly independent
over C[x], there corresponds a nonterminating C-nlraction without zero
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entries. The C-n-Jraction in question can be found by the following formal
construction

a X rU ,I)

j (l)(x) = b1.oxrU,0) + -----=;1.",1-,-,--c-­
j~n)(x)

(b1•0 , a1•1 =1= 0; 0 ~ r(l, 0) < r(l, 1) minimal;j~n)(O) = I),

j li-l)( )
j (i)(X) = b, Xr(i.O) + 1 X

••0 fin) (x)

(b i •o =1= 0; r(i, 0) minimal) for i = 2,... , n - I,

j (n-l)( )
j 1n>(x) = 1 + 1 X

J1n>(x) •

Once j~l) ,... ,j~n) with j~n)(o) = 1, have been found, the formal power series
j~~1 ,...,f~~i follow from

) a Xrl l,v+l)
j ll (x) = a Xr(2,v) + ----""l..:...;v+~I·~__,____-

v 2.v j~~i (x)

(a2,v, al,v+1 =1= 0; r(2, v) < r(l, v + I) minimal;j~~I(O) = I),

. jli-l)(X)
j (')(x) = a, Xr1i+1,v) + -"--';;-cv+;-,=-I:-;,-;'----

v .+1.v j~~i(x)

(aHl.v =1= 0; r(i + I, v) minimal) for i = 2,... , n -- I,

j (n-l)( )
r(n)(x) = 1 + v+1 X

• v j~~i(x)

EXAMPLE 3.1. Consider the functions eX, -In(l - x)jx. Because they
satisfy the conditions of Theorem 3.3, the construction leads to a non­
terminating C-2-fraction. The first columns look like

(

X x2j12 5x2j6 -37x2j300 ...)
I xj2 -xj2 -3xj2 19xj25
I 1 1 1 I .,.

THEOREM 3.4. Let lY be the set ofall n-tuples offormal power series in an
indeterminate x with complex coefficients and let lYo be the subset ofthe n-tuples
for which {1,jil),...,jln)} is linearly independent over qx] and jin>(o) = 1; (£:

is the set of nonterminating C-n-fractions without zero entries. From Theorem
3.2 we derive a mapping if; : (£: ~ lY and from Theorem 3.3 a mapping rp :
lYo -+ (£: (see Diagram 3.1). Then: if;rp 13' = id3' .o 0
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!Yo c !Y

¢1 i~
fjJ!yo C (£

Diagram 3.1

Remark 3.3. The matter of what happens when the construction fjJ is
applied to an n-tuple which is linearly dependent over C[x] is not discussed in
detail. It is possible to adapt the construction 1> from Theorem 3.3 in such a
way that there corresponds a "C-n-fraction" (of which coefficients can be
zero!) to each n-tuple taken from !Y. The changes are given below.

A. j~i)(x) is a monomial for a certain i E {2,... , n}, v EN. We get j~~ll) ==

f~~22) = ... = j~~i-1 = 0, thus ai-j.v+w = °(j = 0, 1,... , i-I). In the
n-fraction

Co
01

° :
° )

B. j~l)(X) is a monomial for a certain p, E N (or = 0, from A). Take
a1•v = 0 for v ~ p, + 1 and change the construction into

a X T (2.v+!)

f (2)(X) = a xT(a.v) + _·::.:c2.,--,v+c:-1~....,---_
v 3,v f~~i(x)

(aa.v, a2•v+1 =1= 0; r(3, v) < r(2, v + 1) minimal; j~~l(O) = 1),

j (;-l)( )

j (;)(x) = a. Xr(i+l.v} + v+1 X
v t+l.v f~~i(x)

(ai+l.V =1= 0; r(i + 1, v) minimal) for i = 3,... , n - 1,

j (n-1)( )

j (n)(x) = 1 + v+1 X
v j~~~(x)

for v ~ p, (i.e., a construction as if we have an (n - I)-tuple of formal power
series I). In the n-fraction

( 000 o}
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After n of these changes the n-fraction terminates and furthermore there
must exist n linearly independent dependency relations for 1,j<l>,... ,j<n>.
This shows thatj<°, ... ,j<n> are the MacLaurin series for an n-tuple of rational
functions. The converse is also true!

THEOREM 3.5. For the MacLaurin series for an n-tuple of rational func­
tions, the construction 1> of Theorem 3.3 adapted according to Remark 3.3,
leads to a terminating n-fraction.

EXAMPLE 3.2. Consider the functions 1/(1 - x), 1/(1 - x2) and
1/(1 - Xl) and apply the adapted construction 1>.

_1__ I+_x_
1-x- I-x'

I = I + x /(1 + x)
I - x2 I - x

x3 = x3 + -x4(1 + x)2/(1 + x + x2)
+ X + x2 I - x '

1 - x = 1 + -x(1 + x).
l+x

-x4(1 + X)2

l+x+x2

-x - x2 = -x + -x2(1 + X + x 2
)

l+x+x2
1 + . = 1 ...L x(1 + X + x

2
).

.\ '1-+.x+x2 '

x 2

x(1 + X +- x
2

) = X + 1/(1 + x) ,
x

1 + x +- x 2
=-c I + ~~.,-----;­

1/(1 + x) .

x 2 c= x 2 +~ a monomial; f~3) follows from the next line,

x =c= X +~ again a monomial; f~3) follows from the next line,

1/(1 + x) = I + (-x)/(1 + x).

There is now only one function left to go on with!

I + x= I + x/I,

I c= I + OjI, the construction terminates.



]92

We have the 3-fraction

(i
x
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-x3 -x5 -x3 0

n-x4 -x2 x2 0
-x X x -x

Calculation of the approximant triples gives

A(l)/B: 1, ] + x, 1/(1 - x), 1/(1 - x), 1/(1 - x),

A(21/B: 1, 1 + x2, 1 -+- x2, 1/(1 - x2), 1/(1 - x2),

A(3)/B: 1, 1 +- x3, 1 + _~, 1 +- ~x3, (I + _~ + x6)/{(I + x)(1 - x2)},

1/(1 - x), 1/(1 - x),

1/(1 - x 2
), 1/(1 - x2

),

(I +- x3 +- x6)/(I - x2
), 1/(1 - x3

).

4. REGULAR C-n-FRACTIONS

As in the case of the ordinary C-fractions, there is a special class which is
closely connected with sequences of Pade approximants on a stepline in the
Pade table for an n-tuple of functions (see [2, 3]). This special class gives rise
to convergence theorems which reduce to classical ones for n = 1.

DEFINITION 4.1. A Con-fraction is called regular if it is nonterminating
and moreover satisfies

bi •O = 1

ai.v c/= 0

r(i,O) = 0

(i = 1,... ,11 - 1),

(i = 1, ,11; v EN),

(i = 1, ,11 - 1),
(4.1)

r(i, v) = min(n + 1 - i, v) (i = 1,... , n; v EN).

Remark 4.1. Tn a certain way, regularity is connected with the mml­
mality of the construction from Theorem 3.3 and gaps in the power series
f(l), .. ·,j(nl.

Remark 4.2. Schematically the degrees of the entries in a regular C-n­
fraction can be given by
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2 3 n-1 n n
0 2 3 n- I 11-1 11 - 1

0 2 3 3 3 3
0 2 2 2 2 2
0 I I I I 1

Some properties of regular C-n-fractions are given below without proofs;
for these we refer to [2].

THEOREM 4.1. For a regular C-n-fraction we have for v E No

(a) deg B(n+])v+j =

(b)

1= nv
I~ nv + i - 1

!
= nv + i
~ nv +.i
~ nl' +.i - 1

.i == 0<*)

.i == 1, ... ,11

.i == i<*)

.i == I, ... , i - 1 (i = 1, ... ,11)

.i == i + 1, ... , 11 + 1

In the cases<*), the highest power of x has the coefficient

(a) al,n+la1,2n+2'" al.v(n+l)'

(b) a1.ial,n+l+i··· a1.v(n+l)+i (i = 1,... , 11).

THEOREM 4.2. Let 1(1),00.,pn) be the n-tuple of formal power series,
constructed by ifi from Theorem 3.4 from a regular C-n-fraction with
approximants {A~i)(x)/BvCx)};=l (v E No)' Then there exists for each v E N
a k E {1,00., n} with

d * O.

THEOREM 4.6. For a regular C-n-fraction K, we have ifiK E ~o •

THEOREM 4.7. Let (£:r C (£: be the set ofall regular C-I1-fractions. Then

Remark 4.3. Together with the result of Theorem 3.4 we have the situa­
tion of Diagram 4.]. With if* = if ler , ep* = ep I",er

r r

ifi*ep* = ep*if* = idlfr •

if(£:r C ~o C ~

"'I ¢1 I"'
(£:, C eplJo C ([
Diagram 4.1
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5. MAI~ RESULTS

In this section we only consider C-n-fractions as 111 Definition 3.1 that
satisfy

r(i, O)-c 0 (i = 1, ... , n-- I); r(i, v) =~ min(n --;- I --- i, v) (i = I, ... , n; I' EN)

(5.1 )

(i.e., C-n-fractions in which the exponents behave like those in a regular
C-n-fraction; the coefficients, apart from the 1st and (n + I)st row may be
zero)

Let p be the unique real number defined by

<p ± (5.2)

(p c= pen) satisfies: p(l) = L pen + I) < pen) for all n, pen) --+ ~ for n --+ co)

THEOREM 5.1. Let {A~i)(X)/Bv(x)};~l (v E N) be the approximant n-tuples of
a C-n~rraction that satisfies (5.1) and let the following hold

ai ~= sup i ai.v i <_ oc
1';:-):2

(i = 1, ... , 11) (5.3)

Then the n sequences {A~i)(x)/Bv(x)}~o (i == I,... , n) converge to an n-tuple of
analyticfunctions, uniformly in x on each compact subset of the domain

Tl ,== {x E iC! x! < P . min(aj-l/(n+l-iln
I

(if a i c= 0 for a certain i, it has to be omitted).

THEOREM 5.2. Consider a C-n-fraction as in Theorem 5.1 with

(5.41

ai = lim sup ai.v i < oc (i I ,... , 11) (5.5)

Then the n sequences {A~iJ(x)1BJx»);:o (i == 1, ... ,11) converge to all n-tuple
offunctions that are analytic at x = 0 and meromorphic on the domain Tl from
(5.4). In the poles of the limit functions the C-n~raction is j-inessentially
divergent for at least onej, j E {I, ... , n}.

THEOREM 5.3. Let {A~il(x)/BJxm~l(v E No) be the approximants of a
regular C-n-fraction K of which the coefficients satisfy (5.3). Then lim v_"

A~il(X)/Bv(x) == g(i)(x) (i I, ... , n), uniformly in x on each compact
subset of the domain Tlfrom (5.4). Thefunctions g(lI, ... , g(nl are analytic on Tl:
{I, g<lI ,... , g<I/J} is linearly independent over iC[x].

Furthermore, iffK= (1(1>, ... ,/<n», thenfli! c gUl (i = I, ... , n) 011 Tl.
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THEOREM 5.4. Consider a situation as in Theorem 5.2, arising from a
regular C-n-fraction K. Then limv~oo A~i)(X)/Bv(x) = g(i)(X) (i = 1, ... , n),
where the functions g(1), ... , g(n) are analytic at X= °and meromorphic on :D
from (5.4); {I, g(l), ... , g(n)} is linearly independent over C[x]. In the poles of
g(l), ..., g<nl the C-n-fraction is j-inessentially divergent for at least one j,
j E{I,... , n}. Furthermore, if tf;K = (j(1), ... ,flnl), and (£ is the domain of
meromorphy of1(1), ... ,f<n>, then we have :D C (£ and fli) c== g(i) (i = 1, ... , n)
on :D.

Remark 5.1. For n = 1 Theorems 5.3 and 5.4 reduce to the theorem due
to van Vleck [14] and Pringsheim [8] (see also Perron [7, p. 148]), given in the
Introduction.

EXAMPLE 5.1. Consider the functions (1 - X)1/2, (1 - X)1/4. They have a
regular C-2-fraction with

a1,l = I, al. 3v+! = (v -+ t)(v -+ l)/{(3v - I) 3v . (3v -+ I)}

a1 ,2 = t, al.3v+2 = (v -+ t)(v -+ !)j{3v(3v -+ 1)(3v -+ 2)}

a1 ,3v+3 = (v -+ 1)(v -+ !)(v -+ !)/{(3v -+ 1)(3v -+ 2)(3v -+ 3)}

and

a2,l = 1, a2,3v+1 = -(3v -+ !)j{3 . (3v -+ I)}

a2.2 = -!, 02,3v+2 = -(3v2 -+ ~v -+ !)j{(3v -+ 1)(3v -+ 2)}

02,3v+3 = -(v -+ 1)/(3v -+ 2)

(v EN),

(v EN),

(v E No)

(v EN),

(v EN),

(v E No)

(see de Bruin [2]). Then a1 = 1/27, a2 = 1and thus we get convergence of the
two sequences of approximants to the starting functions (uniformly in x on
compact subsets) on the domain :D = {x E C II x I < 3(31/ 2 -- 1)/4}; there
are no poles in 1)! Because 3(31 / 2 - 1)/4 = 0,549... , we see that the con­
vergence theorem is not yet best possible.

EXAMPLE 5.2. Let f31 ,... , f3n E ~+ (i.e., > 0) and consider the hyper­
geometric series given below.

with (f3)o = 1, (f3)j = f3(f3 -+ 1) ... (f3 -+ j - 1) (j EN). The numbers
Bk(f31 ,... , f3n) (k = 1,... , n) are defined by

n n n

f1 (x -+ f3i) - f1 f3i = L Bk(f31 ,... , f3n)(x - k - lh (Bn = I).
i-I i~l k~l
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Now let CXl ,... , cx n E 1R+\{I, ... , n - I} be given, then the functions

pn-j,(x) =c= f Bk(CX~, - j, ... , CX." - j)
h~j ni~l (CXi - J h+1
)< x lc- j oFn(cxl + k - j + 1, , CX n + k - j + 1; x)

OF,,(CXl + 1, , C<" + 1; x)

f''''(x) = of,,(cx l , , CX" ; x) .
OF,,(CXl + 1, , cx" + 1, x)

have a regular C-n-fraction with coefficients

(j = I, ... , n - 1),

(5.6)

bn-lc,o = Bk(CXl - k, ... , cx" - k)jn (CXi - kh+l
i~l

(k = 1,... ,11 - 1),

a,,+l-lc.v = Bicx1+ V - k, ... , cx" + v - k)jn (exi + v - kh+1
i~l

(k = 1,... ,11; v E 1\1).

(5.7)

Because aj = °(j = 1,... , n), the regular C-n-fraction converges to an n-tuple
of functions analytic at x = °and meromorphic on C; the limit functions
equal the functions (5.6) on the domain where the latter are meromorphic.

Remark 5.2. Of course it is possible to derive convergence results for
general C-n-fractions as can be seen from the method of proof in Section 6.
The quantities tbt determine the domain ofconvergence do not have a simple
form as in the theorems above; one could derive a theorem in which, instead
of a;l/(,,+l-i) (i = 1,... , n), the following quantities appear

TJi = inf{1 ai,v 1-1 /T(i,v) I ai,v =F 0, v ~ 2} (i = 1,... , n),

and furthermore p from (5.2) has to be replaced by another number that must
be chosen optimal, keeping the values TJ1 ,... , TJ" in mind (see Lemma 6.6 and
the proof of Theorem 5.1 for the choice that leads to p).

6. PROOF OF RESULTS

DEFINITION 6.1. {k,J"=_"+l is the generalized Fibonacci sequence given by

k o = 1,

(fL EN).
(6.1)
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LEMMA 6.1. Let r be the unique root, satisfying t ~ r < 1, of

1 - z - Z2 - ••• - zn = 0

Then we have

197

(6.2)

n

y = r 2 IT (2rj - I)/(rj - r) =1= 0, (6.3)
j~2

where r, r2 ,... , r n are the roots of (6.2).

Proof Either use complex function theory or the method already
employed by Perron [5, Section 8]. I

Remark 6.1. Some properties of r = r(n) are

(a) r(1) = 1, r(2) = (51 / 2 - 1)/2; (b) r(n) > r(n + 1) for all n; (c)
r(n) ->- t for n ->- 00.

LEMMA 6.2. Consider an n-fraction of the form given below

Let the coefficients satisfy

I a~l) /b1 I ~ K(PI - 1)/Pl , (i = 2,... , n),

I
a~l) I~ ~p~v_-_I_

bv- n ... bv "'" Pv-n ... Pv ' I
a~iJ I ~ Pv -__-_2__

bv-(n+l-i) ... bv '"'-': Pv-(n+l--i) ... Pv

(i = 2,... , n) for j) E N\{I} (6.5)

with Pv ;;:, 2 (v EN), K > 0 (b's and p's with index ~O have to be omitted). Let
{A~i)/Bv};_1(v EN) be the approximants of(6.4) and {C~i)/D.}:_1(v EN) those
of the n-fraction that follows, as in (1.10), from (6.4) by multiplying with
P_j = 1 (j = 1,... , n - 1), Po = I/K, Pv = pjbv(v EN). Then

(a) A~i)/Bv = KC!iJ/Dv (i = 1, ... , n; v EN).

v V-/.L

(b) I Dv I ;;:, L k" IT (Pa - 1)
u=O a=l

Proof Part (a) follows from Theorem 1.3 and the choice of the p's.
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Furthermore the multiplication operation leads to

i (i)
I Pv-(n-l-1-i) ... p"av

The D v then satisfy

Pv - 2 (i = 2,... , n) (v EN),

'D' 1 b D' (n)D I + (I)Di v I = Pv v v-I T PvPv-lav v-2"'" Pv-n ... Pvav v-n-l:

~ Pv I Dv- 1 I - (Pv - 2)(1 Dv- 2 I + ... + I Dv- n I) - (Pv - 1) I Dv- n- 1 '

or

I Dv I - ([ Dv- 1 I + ... + 1Dv- n I)

~ (Pv - 1){1 Dv- 1 i - (I DV- 2 i + ... + i Dv- n- 1 I)} (v EN).

With Ll v = IDv t - (I Dv- 1 i + .. ,+ IDv- n I) (v EN), Ll o = I Do I = 1, iteration
leads to

v

Llv ~ Il (Pi - 1)
i~1

(v EN). (6.6)

To derive a lower bound for the I D v 1 , it is necessary to express them in terms
of the Ll v ; it is easy to show (induction on v):

v

1 Dv I = L: k"Ll v_"
1..'=0

(v EN; k... from (6.1)). (6.7)

Combination of (6.6) and (6.7) leads to assertion (b). I

LEMMA 6.3. Consider the following system ofhomogeneous linear equations
in the unknowns "-I , "-2 ,..., "-n , depending on 0-:, q EIR+.

1:

(
1) 1 1+ 1 - - - "-n-1 + - "-n ,q 0-: 0-:

2:

(
1) 1 1+ 1 - - -2 "-n-2 + -2 "-n-1 ,q qo-: qcx
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j - 2 terms
-------"'-~----

+ (1 - !) ~2- Aj _ 2 -+- ... -+- (1 _!) . 2
1. 1 Alq qex q qJ- exJ-

+ (1 _ !) _1_. A -+- ... -+- (1 _!) _._1-; A .q q,-lex] 1 q q,-lex' n-)

n - j terms
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(j = 3, ... ,11 - 2),

-+- (1 -~)

+ (1 - i) 1 A-+-qn--2exn-l 1

n: ( 1) 1 (1) 1 IA = 1+- -A_ -+- 1-- -A_ T'"n q ex n 1 q qex2 n 2

+ (1 -1)
+ (1 -~)

In matrix notation with ~ = (AI"'" An): A(IX) ~T = Q. Then there exists a qo
such that for q > qo the equation det A(IX) = a has a real root exo with
o < exo < q and such, that the system A(exo) ~T = Q has a solution ~ with
'\ = 1, '\ > 0 (i = 2, ... , n).

Proof. Because det A(ex) is a polynomial in ex with coefficients depending
on q and because

lim det A(ex) =
q->r:J;>

1
--1
r:x

1 1 1----ex ex

= (-1)n (1 - ex-I - 1:\:-2 - ... - (X-n),
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we see that there exists a Qo 3, such that we have a real root ao(q) of the
equation det A(a) == 0 that is close to T-1 (from Lemma 6.1) for q > Qo ; that
close, to have 0 < ao < 3 < q. Because the system then has a nontrivial real
solution for q > Qo and the solution ~ with 1\ = I, Ai = Ti-l (i = 2,... , n) in
the limiting case, this leads to the existence of a solution ~ with Al = I,
Ai > 0 (i = 2,... , n) for q > qo > Qo' I

LEMMA 6.4. Let for q ~ 1 the quantities o~~~ (i,j = I, ... , n; v EN) be
defined by the recurrence relations (6.8) given below.

0(;) ( 1) 0(;) + ( 1) 0(;) , '( I) 0(;) + 8(i)v.l = q - v-l,1 q - v-1.2 ,- '" T q - v-l,n-l q v-I,n ,

0(;) = (q + 1) 0(;) + (q - 1) 0(;) + (q - I) 0(;) ...L ...11,2 )1-1.1 v-2.1 v-2.2 I

(;) (i)+ (q - 1) 0v-2.n-2 + qOv-2,n-l,

+ (q - 1) 0~~2,i-2 + (q - 1) O~~3.i-3 + ... + (q - 1) 8~~i+1,1
-._"'

j - 2 terms
(;) (;) (;)+ (q - 1) 0v-i,1 + (q - 1) 0V-i,2 + ... + (q - 1) Ov-i,n-i

n - j terms
(i)+ qOv-i,n-i+l (j = 3,. 00' 11 - 2),

0~~~_1 = (q + 1) O~~I,n-2 + (q - 1) O~~2,n-3 + (q - 1) O~~3,n-4 + ...
(i) (;) (i)+ (q - 1) Ov-n+2.1 + (q - 1) Ov-n+l,1 + qOv-n+1.2 ,

O;~~ = (q + 1) O;~I,n-1 + (q - 1) 0;~2,n-2 + (q - 1) O~~3,n-3 + '"
(i) (i)+ (q - 1) Ov-n+l,1 + qOv-n,1 ,

and initial values

=0

di) - 0
O-k,i -

i+j=n+l

i + j oF n + 1 (i, j = 1'00" n),

(i,j, k = 1,... , n with) + k ~ n). (6.9)

Then there exists a constant N such that for q > qo (qo from Lemma 6.3)

(i,j = 1, ... ,11; v EN; aofrom Lemma 6.3) (6.10)
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Proof With qo, exO, ~ = (1, A2 ,... , An) as in Lemma 6.3 we now prove
the existence of constants M i such that

(i,j = 1,... , n; v EN; q > qo).

Then (6.10) follows with N = maxi,j MiAj . Take Mi = (exoq)-1
maxj (Dl~~/Aj) (i = 1,... , n), then Dl~} ~ MiAiexoq) for i,j = 1,... , n. Proceed
by induction on v and consider (6.10) proven for 1,2,... , v-I; inserting the
estimates in (6.8) we are led to (omit the index of ex)

+ (1-~)1An-l+1An],

D~i~ ~ Mi(exq)' [(1 + ~) ! Al + (1 - !)~ Al + (1 - !)~ A2 + .... q ex q qex q qex

+ (1 _!)~ An- 2 +~ An_I]'q qrx qrx

(i) [( 1) 1 (I) 1D . ~ M·(cxq)' 1 + - - A'_1 + 1 - - - '\'-2
v.J' q cx 1 q qex2 1

(j = 3,... , n - 2),

(i) , [( 1) 1 (1) 1D, n-l ~ Mi(exq) 1 + - - '\n-2 + 1 - - -2 An- 3. q ex q qex

3~i~ ~ Mi(rxq)' [(1 + !) ! An - 1 + (1 - !) ---l-2 An _?. q a q qa -

+ (1 - ~) q2~3 An- 3 + ... + (1 - ~) qn_2
1
exn_l Al + qn!lexn AI]'
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Because the expressions between brackets are the equations for ~ frol11
Lemma 6.3, we find (6.10) for v. I

LEMMA 6.5. Consider an n-fraction as in (6.4) in which the coefficients are
analytic function of a (some) complex variable(s); qo is as in Lemma 6.3. Then
for each q > qo the n-sequences {A~i)jBJ::I (i ~= 1'00" n) converge to n analytic
functions, uniformly on each compact subset ofthe domain GM ofthe variable(s),
defined by the following inequalities

(6.11)

! a~i) j(bv-(n+H) ... bJI ~ (q - I )j(q + I)mlnh·.n+2-i)

(i =, 2'00" n) for v E N\{I}.

Proof Because the differences C~i)Dv_; - CV~jDv are constructed in the
same manner as the 8~~l (i, j = 1'00" n; v E N) but with coefficients that are in
absolute value less than those for the 8~~l (see the proof of Lemma 6.2), we get

(i,j = 1'00" n; t' EN).

Now apply Lemma 6.2 with pv = q + I (v E N) and Lemma 6.4 for q :> qo .

I A1~) - ~:=: I ~ KN(~Oq)v/(to kuq"-u ~~ kuqv-"-I)

~ KN(~oq)vj(CIqv . c2qv-l) (cI , C2 not depending on v)

(i = 1'00" n; JI E N\{I}) with f3 = KNu.oj(CIC2).

Together with I AiiljBI 1= i aiiljbl I ~ M (i = 1'00" n), this shows that the
n series AiiljBI + L:2 (A~i)jBv - A~~IjBv-I) are uniformly convergent on
GM(~O < q); because Bv = bl ... bvD,j(q + I)v has no zeros on GM (Lemma
6.2(b)), the assertion follows. I

LEMMA 6.6. Let f3I '00" f3n be n real numbers with

o < (3n < 1,0 < f3;-1 < (3;(1 - f3n) (j = 2'00" n) (6.12)

and let an n-fraction of the form (6.4) with bv = 1 (v E N) be given. Sv : iCn ~
iCn is the map defined by Sv(xI '00" x,,) = (S~l),.oo, s~n)), where S~il (i =

1'00" n) follow from (1.7) and (1.8); V = {(Xl "00' x n ) E iCn II Xi ! ~ f3i (i =

1'00" n)}.
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Furthermore let a~i) (i = 1,... , n; v EN) satisfy
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(i = 2, ... , n) for v EN. (6.13)

Then Sv(V) C V (v EN).

Proof By induction on v from (1.6), (1.7), (1.8), and (6.12). I

LEMMA 6.7. (Stieltjes-Vitali) Let {.f.,(X)}~1 be a sequence of functions
analytic on a domain D with

(a) If.,(x)l < M(v E N, x ED)

(b) f.,(x) tends to a limit as v -- 00 on a subset of D that contains infinitely
many points and at least one limitpoint inside D.

Then {.f.,(X)}~1 converges uniformly in x on each compact subset in the
interior ofD, the limit[unction therefore being analytic on D.

Proof See Stieltjes [10] and Titchmarsh [13]. I

Proof of Theorem 5.1. It is obvious from Definition 1.1. that we can
restrict ourselves to C-n-fractions from Definition 3.1, satisfying (5.1) with
b~i) = °(i = 1,... , n); the approximants are denoted by {A~i)(X)/Bv(x)}:~1

(v E No). With the coefficients of this n-fraction we form another one as in
Lemma 6.2 (formula (6.4», with a~i) = ai,vxn+l-i (i = 1, ... , n), bv = 1 for
v EN; denote the approximants by {C~i)(x)/Dv(x)}:d (v E No). From Theorem
3.1 we derive, using P_j = x (j == 0, I, ... , n - 1), Pv = I (v EN)

Dv(x) == BJx) for v E No. (6.14)

Now take f3n = 2-\ f3n-i = 2- i- 1 - 2-i+lp - 2-i+2p2 - ... - pi(i = 1,... ,
n - 1) in (6.12) with p defined by (5.2). Because in that case p= (2-1f31)l/n =

(2-1f3i - f3i_1)1/ln+l-i) (i == 2, ... , n), the conditions are satisfied for x E :D, :D
defined by (5.4). The approximants C~i)(x)/Dv(x) (i = 1, ... , n; v E N) therefore
are bounded rational functions of x on :D and thus analytic. Finally apply
Lemma 6.7 using the fact that there exists a small circular domain around
x = °on which the n-fraction converges as can be seen by Lemma 6.5. This
leads to uniform convergence of {C~i)(x)/DJX)}~1(i = 1, ... ,11) on compact
subsets of :D and therefore to the same for the sequences {A~i)(X)/Bv(x)}~1

(i = I, ... , n) on compact subsets of :D\{O}. Applying Lemma 6.5 to the n­
fraction with approximants A~i)(X)/BJx) directly, we derive the existence of
a (maybe very small) 0 > 0, such that the sequences converge uniformly on
I x I < o. Combining two overlapping regions of uniform convergence, we
are led to the assertion of the theorem using analytic continuation. I
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Proof of Theorem 5.2. Apply Theorem 2.1 (formulas (2.2) and (2.3)) and
Theorem 5.1 on (1- E) :D ~~ {y E iC y= (I E) X, X E :D} (E to), where ,\
in (2.2) follows from

with y), supv)" i a,." i and G, as before (i = I, ... , n).
The poles come in when piecing the two parts of the n-fraction together. It

is obvious from Corollary I. J that a pole of one of the limit functions is a zero
X o of the denominator of the rational functions

( c(n)B I ! c(l)B --l- uB )
s~, v--l I ... T Sv v~n I al,vx v--n-l

(i= I, ... ,n) for some v:;Cvo(the ~~1) asin Section 2; ~~l)(0) =cc .. · = ~~n-ll(O) =0,
~~n)(o) = 1 for v EN; the denominator does not vanish identically
because it has the value I at x = 0). If there is a value of.i for which the
numerator is different from zero for x = X o , we can apply Theorem 2.4. If all
numerators vanish for x = X o(xo clearly satisfies Xu =1= 0), we would have a
system of homogeneous linear equations

\l{ (c(n)() c(])() n)T --- 0" v-I Sv Xu , ... , Sv X O ' Gl,vXO --- _

which has a nontrivial solution (al,vXOn * 0), contradictory to the fact that
det ~{v-l * 0 as follows from the restrictions on al,/v E N) and formula
(1.10). I

Proof of Theorem 5.3. The main part follows from Theorem 5.1 while the
linear independence follows by Theorem 4.6 once we have proved j(1) g(1)

on :D (i = 1, ... , n). This follows from the so-called "Weierstrasschen Doppel­
reihensatz" (see Perron [7, page 147]), applied to each of the n series of
approximants separately. Using analytic continuation and the fact that the
convergence is uniformly in x on compact subsets of :D, it is obvious that the
singularities ofthe{<1I (i = 1, ... , n), if there are any, cannot lie in the interior
of :D. I

Proofof Theorem 5.4. Follows from Theorem 5.2. In the same manner as
in the proof of Theorem 5.3 we can show that the poles of jlll, ... ,f(n) cannot
lie in the interior of :D and that pi) 0== g(i) on :D (i ~= 1,... , n), whence the
linear independence of the g's by Theorem 4.6. I
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ProofofExample 5.2. Define the quantities x~i) (i = 1, ... , n; v EO N) by

(n-i) _ ~ BilXl + V - }, ... , IXn + V - j) k
Xv - L, TIn (+ ') X

k~i i~l lXi V - I k+1

x OFn(lXl + k + v - } + 1" .. , IXn + k + v - } + 1; x)

(j = 1"", n), (6.15)
(n) - F (+ " )Xv - 0 n 1X1 v, ... , IXn -r v, X •

Substituting appropriate values for 131 ,... , f3n in

OFn(f31 , ... , f3n ; x) - Of',.(f31 + 1,... , f3n + 1; x)

00. \ n . n I j' n I
= i~ Xl iJ] (f3i + J) - }J f3i\1 J! ]] (f3i)i+1\

= i BkCf!l ,... , fln) i: (j - k + Ih xi/I)! Ii (f3i + k + 1)i-)
k~l TIi~l (f3,h+l j=k I i~l \

~ Bk(fl1 , ... , fln) /, F (13 k + 1 13 + k + I )= L, TIn (Q.) X' 0 n 1 + ,..., n ; X ,
k~l i~l fJ' k+1

we find that the quantities from (6.15) satisfy

(n-;) \ B(' . + ') i/n
n
(+ .) I (n)

Xv = I i CX1 -:- v - .1, ... , CX n v -.1 X i~l CXi V -.I H1\ X V+1

+ (n-;-I) (I I)x v+1 } = ".. , 11 - ,

(0) \ n/nn (+ ) I (n)
Xv = IX i~l CXi V - n n+1j Xv+l'

(6.16)

Then the definition f~i) = x~i)/X~~l (i = 1, ... , n; iL E No) leads to a non­
terminating set of equations like (1.4) (or as in Theorem 3.3), with

b(n-i) _ Bicxl - j, ... , IXn - j) j

o - TIn ( .) X
i~] Oii -.1 HI

and for iL EO N

(j = 1,... , n - 1), b (n) - Io - ,

(n+1-i) _ Bi0i1 + iL - j, .. " IXn + iL - j) j ( • 1 )
a" - TIn ( -l- _ ') X.1 = , ... ,11,

i=l Oii ,iL .I HI
b", = 1.
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Comparing this with the construction in Theorem 3.3, we see that the starting
f · jll) «II)' b . ~unctIOns are 0 ""'. II , gIven y

f~"-i)(X) = f Bk(rxl - j, ... , '~II -.l~ Xl.

k~j fl7~1 ((X, - ihl

X oFr,{exl --;- k --j -~ I, , ;~" -+ k -j +- I; x)
of,,(cx] --:- 1, ,:'1." --'-- I; x)

(j = I, ... , n - 1),

Applying the construction of Theorem 3.3 to the functions x-ij~"-il(X)

(j = 0, 1, ... , n - 1), we find that the functions in (5.6) indeed have a regular
C-n-fraction with coefficients given by (5.7); this is also obvious from
Theorem 1.3 with multiplicators P-i .= x-l (j = 1,... , n - 1), Pv = 1 (v E No)'
The matter of convergence is easily settled, because we can give estimates for
Bk(fJl ,... , fJn) (k = 1, ... , n) using the elementary symmetric functions in
fJl ,... , fJn and Stirling numbers of the second kind. There exists a constant M,
only depending on n, such that we get with fJ = max{1, fJl ,... , fJ,,}

(k = 1,... , n).

Inserting this bound in (5.7), we have with rx .= max{cxl ,... , (XII]

an+l-k.v I :S; M(rx --!-- v - k)"-k/(v_k)nlkH) (k = 1,... , n: v? n + 1),

after which application of Theorem 5.2 leads to the desired result. I
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